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Motivation: Data-free quantization is a
potential and practice scheme to
address data privacy and security issues.
However, existing BN regularization-
based methods are only designed for
CNNs and inapplicable to ViTs.

Insight: Since there is no elegant
absolute value metric like BN statistics,
we intend to investigate the general
difference in model inference when the
input is Gaussian noise and a real image,
and then accordingly design a relative
value metric to optimize the noise.

Fig. 1. Illustration of the proposed sample generation approach. Our generated
image can potentially represent the real-image features, producing diverse patch
similarity and a bimodal kernel density curve, where the left and right peaks
describe inter- and intra-category similarity, respectively.

3. Methodology

From an in-depth analysis of the self-
attention module, we reveal a general
difference in its processing of Gaussian
noise and real images, patch similarity,
which provides some insights for sample
generation.

With the above insights, we propose
PSAQ-ViT, where we reduce the general
difference to optimize the Gaussian
noise to approximate the real images
and then utilize them to calibrate the
quantization parameters. To the best of
our knowledge, this is the first work to
quantify ViTs without access to any
real-world data.

Fig. 2. Generated class-conditional samples (224×224
pixels), given only a pre-trained ViT-B model.

Table 1. Quantization results on ImageNet dataset.

PSAQ-ViT consistently achieves superior
results on various models, even better than
the real-data-driven Standard.

More accurate (8-bit lossless compression)
and general (detection and segmentation
applications), see [1] for further details.
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2. Kernel density

3. Differential entropy

4. Summation
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