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We 💚 Open Source…

💚💚💚



● Studies for 7+ years after undergrad
● See ~100,000 patients in a lifetime

Can we build an AI powered medical doctor/assistant?

The average human doctor 󰳋

Knowledge Base Search Reasoning

Explainability Realtime!



R.A.G.doctor



Indexing

Retrieval

Generation

R.A.G.doctor

Retrieval    
Augmented 
Generation



Patient Cases Dataset
● Open PMC-Patients dataset

● 167k patient summaries + 

1.4M PubMed abstracts

● Data = text, images, charts …

● ReCDS Benchmark - can be 
used to assess recall

Source: PMC-Patients - Zhao et al. 2023

https://huggingface.co/datasets/zhengyun21/PMC-Patients
https://www.nature.com/articles/s41597-023-02814-8


Vector Database - Search

Link: Open Source Vector Database→Docs

● Weaviate - Open source 
vector DB - Allows you to 
store billions of patient 
cases and medical articles

● Given a query, responds with 
top similar articles and 
patient cases

Query: My left 
shoulder hurts and I 

have numbness in my 
thumb and index finger

PCase id9122 
PCase id63

PCase id431 

Article id194 
Article id1027 
Article id1851 

Retrieved

https://github.com/weaviate/weaviate
https://weaviate.io/developers/weaviate
https://weaviate.io/


Can we do better ?
Let’s introduce some advanced RAG techniques into 
the pipeline!



Better Indexing



Chunking Text
● 💡 Chunk our documents into semantically coherent text pieces
● Chunks too large or too small loose semantic meaning - 

StackOverflow Blog
● Fixed Size Chunking = Chunks + Overlap

Greg Kamradt (Data Indy) - Text Splitting

https://stackoverflow.blog/2024/06/06/breaking-up-is-hard-to-do-chunking-in-rag-applications/
https://github.com/FullStackRetrieval-com/RetrievalTutorials/blob/main/tutorials/LevelsOfTextSplitting/5_Levels_Of_Text_Splitting.ipynb


Chunking Text
● 💡 Recursive Character Text Splitter - take into account the 

structure of our document

Greg Kamradt (Data Indy) - Text Splitting

https://github.com/FullStackRetrieval-com/RetrievalTutorials/blob/main/tutorials/LevelsOfTextSplitting/5_Levels_Of_Text_Splitting.ipynb


Chunking Text
● Document Based Chunking: create chunks using document 

specific structure
● HTML Separators: ["p", "h1", "h2", "h3", "h4", "h5", "h6", "li", "b", "i", 

"u", "section"]
● Python Separators: \nclass, \ndef, \n\tdef, \n\n, \n, " ", ""
● JavaScript Separators: \nfunction, \nconst, \nlet, \nvar, 

\nclass, \nif, \nfor 

https://github.com/FullStackRetrieval-com/RetrievalTutorials/blob/a4570f3c4883eb9b835b0ee18990e62298f518ef/tutorials/LevelsOfTextSpli
tting/5_Levels_Of_Text_Splitting.ipynb



Chunking Text
● Semantic Chunking

Greg Kamradt (Data Indy) - Text Splitting

https://github.com/FullStackRetrieval-com/RetrievalTutorials/blob/main/tutorials/LevelsOfTextSplitting/5_Levels_Of_Text_Splitting.ipynb


Chunking Text
● LLM Based Chunking

Dense X Retrieval: What Retrieval Granularity Should We Use? - https://arxiv.org/abs/2312.06648
Model: https://huggingface.co/chentong00/propositionizer-wiki-flan-t5-large

https://arxiv.org/abs/2312.06648
https://arxiv.org/abs/2312.06648
https://huggingface.co/chentong00/propositionizer-wiki-flan-t5-large


Filtering with Metadata
● 💡 Use meta-data to ensure objects with irrelevant metadata 

don’t even get searched  

Source: Weaviate Vector DB → Filters
MyScale

https://weaviate.io/developers/weaviate/search/filters
https://medium.com/@myscale/optimizing-filtered-vector-search-in-myscale-77675aaa849c


GLiNER: Create your own metadata while ingesting chunks…

● 💡 Use a model to generate meta-data from text chunks  

Source: https://huggingface.co/spaces/tomaarsen/gliner_medium-v2.1

https://huggingface.co/spaces/tomaarsen/gliner_medium-v2.1


GLiNER Architecture

Source: https://arxiv.org/abs/2311.08526



Better 
Retrieval



Hybrid Search
● 💡 Medicine has a lot of specific 

keywords you might want to use 
in the search for relevant 
cases/articles

● Vector search: only uses 
semantic similarity → not great 
for exact matching

● Keyword search: great for exact 
string matches

● Hybrid Search: Use both!

Source: Vector DB → Hybrid Search

https://weaviate.io/developers/weaviate/search/hybrid




Query Rewriting
● 💡 We don’t know how to 

write the best query!
● Get a LLM to re-write both 

queries to vector DB and 
LLM

● We can use LLMs to 
re-write both the prompt 
(DSPy) and the query to 
the vector DB

Source: Query Rewriting - Ma et al. 2023
             DSPy - Singhvi et al. 2023 - https://github.com/weaviate/recipes/tree/main/integrations/llm-frameworks/dspy

Query: 
My left shoulder hurts 

and I have numbness in 
my thumb and index 

finger

Re-Query: 
Pain left shoulder. 
Numbness thumb.

Numbness index finger.

https://github.com/stanfordnlp/dspy?tab=readme-ov-file
https://arxiv.org/abs/2305.14283
https://arxiv.org/abs/2312.13382
https://github.com/weaviate/recipes/tree/main/integrations/llm-frameworks/dspy


Fine-Tuned Embedding 
Models● Need to represent patient 

cases/articles as vectors
● Need a medical domain 

embedding model
● MedCPT Query Encoder: 

compute the embeddings of 
short texts

● MedCPT Article Encoder: 
compute the embeddings of 
patient cases & articles

MedCPT Query Encoder
MedCPT Article Encoder

Source: MedCPT - Jin et al. 2023 - Code
              Weaviate - How to choose embedding models. - https://youtu.be/lpdN3aw-yTg

[ 0.63, 0.23, 0.45, 0.84, 
0.32, 0.34, 0.92, 0.23,
0.63, 0.23, 0.45, 0.84,   
…,
0.23, 0.32, 0.34, 0.92 ]

Vector Embedding

https://huggingface.co/ncbi/MedCPT-Query-Encoder
https://huggingface.co/ncbi/MedCPT-Article-Encoder
https://arxiv.org/pdf/2307.00589.pdf
https://github.com/ncbi/MedCPT
https://youtu.be/lpdN3aw-yTg


Better 
Generation



AutoCut
● 💡 If you get irrelevant 

results from the search → 
automatically cut them off

● Vector DB will throw away 
returned objects a “jump” 
away from relevant objects

● Less chances Vector DB will 
return irrelevant results and 
thus confuse LLM

Query: 
Pain left shoulder. 
Numbness thumb.
Numbness index 

finger.
PCase id2122 

PCase id63

PCase id431 

Retrieved

PCase id912 

PCase id83

PCase id531 

Similarity
Score

26

30

32

3

7

27

❌
❌

Source: Vector DB → AutoCut

https://weaviate.io/developers/weaviate/api/graphql/additional-operators#autocut


Re-ranking
● 💡 Sift through top 

returned patient cases and 
re-rank them based on 
relevance!

● Over retrieve more similar 
cases

● Use a heavy model to 
re-rank top candidates

● Improves quality of cases 
sent to LLM

Query

PCase id2122 

PCase id63

PCase id431 

Retrieved

PCase id… 

PCase id83

PCase id531 

PCase id… 

PCase id…

PCase id… 

PCase id… 

PCase id…

PCase id… 

Similarity
Score

26

30

32

12

14

27

5

8

10

1

2

7

Source: Vector DB → Re-ranker Module

PCase id63 

PCase id63

PCase id531 

PCase id… 

PCase id2122

PCase id431 

PCase id… 

PCase id…

PCase id… 

PCase id… 

PCase id…

PCase id… 

Re-rank
Score

63

75

78

34

56

67

7

15

24

5

6

13

https://weaviate.io/developers/weaviate/search/rerank


Source: https://osanseviero.github.io/hackerllama/blog/posts/sentence_embeddings2/



Fine-tuning LLMs
● 💡 If you use a LLM 

fine-tuned on medical 
domain data it can perform 
better

● Meditron-70B open-source 
medical LLMs

● Trained on 48.1B tokens from 
the medical domain

● Outperforms Llama2-70B, 
GPT-3.5 medical reasoning 
tasks.

Source: Meditron 70B - Chen et al. 2023

https://github.com/epfLLM/meditron
https://arxiv.org/abs/2311.16079


Indexing

Retrieval

Generation

🎉Overview
● Auto-cut
● Re-ranking
● FT LLM

● Hybrid Search
● Query Rewriting
● FT Embedding 

Models

● Chunking
● Filtering



Code!



Query Overview



Great papers  for even more  
Advanced RAG details:

● A Survey on Retrieval-Augmented Text Generation for Large 
Language Models - https://arxiv.org/pdf/2404.10981v1

● Retrieval-Augmented Generation for Large Language Models: A 
Survey - https://arxiv.org/pdf/2312.10997

● https://www.oreilly.com/radar/what-we-learned-from-a-year-of-
building-with-llms-part-i/ - Part 1, 2 and 3

https://arxiv.org/pdf/2404.10981v1
https://arxiv.org/pdf/2312.10997
https://www.oreilly.com/radar/what-we-learned-from-a-year-of-building-with-llms-part-i/
https://www.oreilly.com/radar/what-we-learned-from-a-year-of-building-with-llms-part-i/




Verba - Open Source RAG App - verba.weaviate.io

https://github.com/weaviate/Verba

http://verba.weaviate.io
https://github.com/weaviate/Verba


Join our next Live Webinar
Thursday, August 22

You will learn 
- Patterns and best practices for 

running AI applications at scale
- How to find the sweet spot between 

cost and performance
- How to increase Developer 

Productivity with Weaviate 
Workbench - including our new 
Recommender service.

https://weaviate.io/workbench/recommender


Thank you!

weaviate.io

weaviate/weaviate

@weaviate_io

35

                 @zainhasan6

                  linkedin.com/in/zainhas/

Zain Hasan

Connect with me!


