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Large Batch Performance
GPU: A100-80G, CPU: EPYC-7742
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(*) GGNN: version 0.5,  HNSW: hnswlib version 0.7.0,  Machine: DGX-A100,  CUDA 11.4
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Single Query Performance
GPU: A100-80G, CPU: EPYC-7742

(*) HNSW: hnswlib version 0.7.0,  Machine: DGX-A100,  CUDA 11.4
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