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• Problem: standard off-line data preparation is 
expensive

• data tensorized ahead of time
• takes up time and disk space
• ties the prepared dataset to a model 

configuration (e.g., vocabulary)

• Solution: generate data dynamically, on-the-fly!

• SOTASTREAM
✓ Just as accurate
✓ Just as fast
✓ Saves disk space
✓ More flexible

</>
• pip install sotastream 
• https://github.com/marian-nmt/sotastream  
• MIT License
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