
SPOTIFY ML
LABEL: TOP 100?

LKH

Fun Fact: Spotify launched in 2011

https://www.kaggle.com/ektanegi/spotifydata-19212020

https://github.com/lolasery/khdatasci



A BRIEF OVERVIEW OF MUSIC!
1900S -> JAZZ, CLASSICAL, BLUEGRASS



A BRIEF OVERVIEW OF MUSIC!
2020S -> POP, R&B, SOUL, INDIE



• LABEL SIGNIFICANCE

- Very humble and casual

- Can help artistes aim for the top 100s to gain 

more fame, investors, etc.

- help to shape future trends more easily

- perhaps can create a app (pic on the right) to 
let spotify users predict a song's popularity 

based on the features I trained my ML with



DATA UNDERSTANDING, EXPLORATION + PREPROCESSING

 Using Pandas profile analyze if data is imbalanced



DATA UNDERSTANDING, EXPLORATION + PREPROCESSING



DATA UNDERSTANDING, EXPLORATION + PREPROCESSING

 1. Acousticness (0-1 float, not having electrical amplification eg. guitar over electric guitar, piano over keyboard)

 2. danceability (0-1 float, How likely one can dance to the song)

 3. energy (0-1 float, whatever keeps the listener engaged and listening -> abit too subjective, might drop)

 4. explicit (0 or 1 int, contains explicit language)

 5. instrumentalness (0-1 float, Predicts whether a track contains no vocals 0 = vocals, 1 = no vocals)

 6. key (0-11 int, All keys on octave encoded as values ranging from 0 to 11, starting on C as 0, C# as 1 and so on -> needs musical 

background to determine what it really means eg. C major gives a happy yet melancholic undertone etc.)

 7. liveness (0-1 float, Detects the presence of an audience in the recording, 0= not live , 1= live)

 8. loudness (-60 to 3 float, -60 = soft, 3 = loud)

 9. mode (0-1 float, 0= minor (sad), 1=major(happy))

 10. release_date (datetime)



DATA UNDERSTANDING, EXPLORATION + PREPROCESSING

 11. speechiness (0-1 float, >0.66 = made of spoken words (audio book), 0.33-0.66 = mix of music and speech, <0.33 = no speech)

 - http://open.spotify.com/track/1u9vcc9PQvAv3Nh4qRp3If <-- definitely singing butsomehow is more speechy

 - http://open.spotify.com/track/1UEVy1gNCTTCTjp0Tk01rm <-- there is background talking but also 100% singing

 - There are definitely non-songs (podcasts, readings) in the mix but are too difficult to immediately identify

 12. tempo (0-244 float, speed of music, higher = faster)

 13. valence (0-1 float, 0= sad/negative, 1=happy/positive)

 14. Artist (str, name of artist -> able to feature engineer into length of name)

 15. duration_ms (float, Duration in miliseconds)

 16. id (dropping this as it is useless)

 17. name (str, of song)

 18. popularity (0-100 int, 0 = no ranking)

 19. release_date [Song was released] (datetime) ->Considering to remove since not all release dates have same format

 20. year [Song was released] (1921-2020)

http://open.spotify.com/track/1u9vcc9PQvAv3Nh4qRp3If
http://open.spotify.com/track/1UEVy1gNCTTCTjp0Tk01rm


DATA UNDERSTANDING, EXPLORATION + PREPROCESSING

 This dataset is special in the sense that Year is not the year in which the popularity was obtained: It is the year song was 

released.

 Difficulties:

 Speechiness can be very high despite the person obviously singing.

 Loudness -> Not too sure which measure they used for this -> Can only assume the higher the value the louder it is



DATA UNDERSTANDING, EXPLORATION + PREPROCESSING

Yes!!



DATA 
UNDERSTANDING, 
EXPLORATION + 
PREPROCESSING



DATA UNDERSTANDING, EXPLORATION + PREPROCESSING

from yellowbrick library: 

Year, loudness, energy



DATA UNDERSTANDING, EXPLORATION + PREPROCESSING

 Exploration!



# CASE STUDY
## POTENTIALLY DUPLICATED SONG (EITHER LATEST OR MOST POPULAR?)
### SONG 1: POLONAISE-FANTAISIE IN A-FLAT MAJOR, OP. 61



# CASE STUDY
## POTENTIALLY DUPLICATED SONG (EITHER LATEST OR MOST POPULAR?)
### SONG 1: POLONAISE-FANTAISIE IN A-FLAT MAJOR, OP. 61

 #https://open.spotify.com/album/1n81HsE0rnviDNIIfX3fp0?highlight=spotify:track:6N6tiFZ9vLTSOIxkj8qKrd #disc3

 #https://open.spotify.com/album/1n81HsE0rnviDNIIfX3fp0?highlight=spotify:track:2RM4VG4Rkwmp1EbM95Uo7E #disc4

 #https://open.spotify.com/album/1n81HsE0rnviDNIIfX3fp0?highlight=spotify:track:2gxdizo1tudU7R72Wpd2pe #disc6

 #https://open.spotify.com/album/6P9bPQ1LDtgAB5V8Bt50ne?highlight=spotify:track:71FaVeFy9ZOiQRY4yOijey

 #https://open.spotify.com/album/27NrfgJFNdDIKJnSxHXcJt?highlight=spotify:track:7aH7AMePMza5bZX53oHfgr

 #https://open.spotify.com/album/2tBnuQsf1e2rXt6oW4Vy2N?highlight=spotify:track:4c1VrYOOoFaa3v1Zcw9LBO

 #individual songs probably played by different people

 Despite sounding almost exactly the same (Yes I actually listened to all 6 songs)

 They have very different popularity!



# CASE STUDY
## POTENTIALLY DUPLICATED SONG (EITHER LATEST OR MOST POPULAR?)
### SONG 2: MORE HEARTS THAN MINE



# CASE STUDY
## POTENTIALLY DUPLICATED SONG (EITHER LATEST OR MOST POPULAR?)
### SONG 2: MORE HEARTS THAN MINE

 # https://open.spotify.com/album/4VMYwWFqX9vUv9otWLRRF5?highlight=spotify:track:0LcspVKJxhEQQSvVMiTPWz released as 

single in 2019

 # https://open.spotify.com/album/6qon3hv0lhwK8o57PvVWZl?highlight=spotify:track:60RFlt48hm0l4Fu0JoccOl re -released as an 

album collection in 2020

 Despite being the same song, the timing released allowed a better performance for the later re-release

https://open.spotify.com/album/4VMYwWFqX9vUv9otWLRRF5?highlight=spotify:track:0LcspVKJxhEQQSvVMiTPWz


DATA UNDERSTANDING, EXPLORATION + PREPROCESSING

# FEATURE ENGINEERING AKA CREATING NEW COLUMNS

 ## 'no. of artists' - no. of artists in a song



DATA UNDERSTANDING, EXPLORATION + PREPROCESSING

# FEATURE ENGINEERING AKA CREATING NEW COLUMNS

 ## 'featured' - whether or not the song has a feature



DATA UNDERSTANDING, EXPLORATION + PREPROCESSING

# FEATURE ENGINEERING AKA CREATING NEW COLUMNS

 ## 'no. of artists' - no. of artists in a song



DATA UNDERSTANDING, EXPLORATION + PREPROCESSING

# FEATURE ENGINEERING AKA CREATING NEW COLUMNS

 ## 'no. of artists' - no. of artists in a song



DATA UNDERSTANDING, EXPLORATION + PREPROCESSING

# REMOVE "DUPES"

Data has truncated from 

169909 to 13301



DATA UNDERSTANDING, EXPLORATION + PREPROCESSING

# LABEL

A lot of 0s -> Not top 100



DATA UNDERSTANDING, EXPLORATION + PREPROCESSING

# LABEL

Transform multiclass into 

Binary for simplicity sake

still A lot of 0s -> Not top 100



DATA UNDERSTANDING, EXPLORATION + PREPROCESSING

# LABEL

 Should I bin it? I could let it be and use other methods to solve it... but lets try binning to make it more balanced

- spotify_global_top100

- top 1:21 -> 1

- top 22:32 ->2

- top 33:42 ->3

- top 43:53 ->4
- top 54:100 ->5

-

spotify_global_top100_no

_pot_dupes

- top 1:15 ->1
- top 16:26 ->2

- top 27:35 ->3

- top 36:43 ->4

- top 44:51 ->5

- top 52:61 ->6
- top 62:96 ->7



DATA UNDERSTANDING, EXPLORATION + PREPROCESSING

# RE-UNDERSTAND

Binning made the other 

positive features more 

positive



DATA UNDERSTANDING, EXPLORATION + PREPROCESSING

# RE-UNDERSTAND

Binning made the other 

positive features more 

positive



ML PORTION

# GOAL // STRATEGY

TRAIN WITH THE NO_DUPES DATASET AND TEST IT AGAINST THE FULL DATASET

TO SEE HOW WELL IT DOES



ML: MODELS

# TRAIN_TEST_SPLIT



ML: 
MODELS

# STANDARDISE
& THEN 
NORMALIZE

Standardize: mean 0 &SD 0

-> AKA center ard 0
Normalize: range from 0-1

-> Force it into a range

Train set -> Fit & Transform

Test set -> Tranform



ML: 
MODELS

# STANDARDISE
& THEN 
NORMALIZE

 Fit -> Calc. mean & var of each features present

 transform -> transforming all the features using the respective mean and variance.

 If we fit test data to test -> new mean and variance that is a new scale for each feature towards test and will let our model 

learn about our test data too



ML: 
MODELS

# STANDARDISE
& THEN 
NORMALIZE

This is the column by column fit transform



ML: 
MODELS

# LAZY

Okay not very 

sure how to 

deal with 

multiclass 

label ..

So I will stick 

with the 

Binary one!



ML: MODEL
SELECTION

# RANDOM FOREST

Reasons:

- Lazy predict has very good accuracy, AUC & F1

- able to deal with imbalanced dataset with class_weight = "balanced"

- No sensitive to outliers (but I alrdy standardised and normalised)

- It is an ensemble of DTs -> Typically more depth -> Less overfitting
-> AKA bagging -> reduce the complexity of models which will overfit.



ML: 
TRAINING

# RANDOM FOREST
Can proceed to tune



ML: 
TRAINING

# RANDOM FOREST



ML: 
TRAINING

# OVER AND 
UNDER SAMPLING

#SMOTE
#TOMEK

Smoting minority 1187 to 

9453 and

Removing Tomek links on 

both classes to 9449 to 

prevent overfitting



ML: 
TRAINING

# OVER AND 
UNDER SAMPLING

#SMOTE
#TOMEK

Pictorial on smoting

specifically



ML: TRAINING

# OVER AND UNDER 
SAMPLING

#SMOTE
#TOMEK



Lets use the RF class weight balanced set

ML: TRAINING

# OVER AND UNDER 
SAMPLING

#SMOTE
#TOMEK



ML: 
TRAINING

# HYPER-
PARAMETER 
TUNING

#GRIDSEARCHCV



ML: 
TRAINING

# RUN AGAIN



ML: MODEL 
EVALUATION

# ACCURACY
PRECISION, 
RECALL,
F1

### Accuracy -> Correctness

- (tp + tn) / (p + n)

### Precision -> Exactness

- tp / (tp + fp)

### Recall -> Completeness
- tp / (tp + fn)

### F1 -> how complete & exact IE balance of precision and recall

- 2 tp / (2 tp + fp + fn)



ML: MODEL 
EVALUATION

# ACCURACY
PRECISION, 
RECALL,
F1

Heat map of test data 

against predictions with 

test data

Very decent TNs & TPs



ML: TEST ON 
BIG SET

Generalizes well! Very 

good!

In hindsight I could have 

easily parsed out the no 

dupes set from the 

original 169k data set to 

make the results even 
more convincing.



ML: MODEL 
EVALUATION

# ACCURACY
PRECISION, 
RECALL,
F1

Heat map of test data 

against predictions with 

test data

Still Very decent TNs & 

TPs



https://www.kaggle.com/ektanegi

/spotifydata-19212020

https://github.com/lolasery/khdatasci

END OF PRESENTATION


